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® Mar 2008 Graduated from Department of Mechanical Information Engineering, Faculty of Engineering, The Univ. of Tokyo

® Mar 2010 Completed master's course, Graduate School of Information Science and Technology, The Univ. of Tokyo

2010-2011 (a half year) visiting research at Technische Universitiat Miinchen TI.ITI

TECHNISCHE
UNIVERSITAT
MUNCHEN

® Mar 2013 Ph.D. (Information Science and Technology), The Univ. of Tokyo,
® Apr 2013 Full-time employee, Research and Development Center, Toshiba Corporation

® Dec 2013 Assistant Professor, Graduate School of Information Science and Technology, The Univ. of Tokyo

-/‘ 2015.8-9 visiting research at Microsoft Research Redmond =. Microsoft

® Apr 2016 Researcher -> Senior Researcher, Artificial Intelligence Research Center, National Institute of Advanced Industrial Science
and Technology (AIST)

® Apr 2020 Associate Professor, School of Computing, Tokyo Institute of Technology



52 Research

Master — Ph.D. student

3D features & Object recognition
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AIST (last 4 years)
3D features & Object recognition
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RotationNet: Joint Object Categorization
and Pose Estimation Using Multiviews from

Unsupervised Viewpoints

@

=]

Asako Kanezaki, Yasuyuki Matsushita, and Yoshifumi Nishida.
National Institute of Advanced Industrial Science and Technology (AIST)




52 3D object recognition?

Approaches:

RGBD based

Sle

Point Cloud based

Voxel based

Multi-view based
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http://modelnet.cs.princeton.edu/

5> Motivation

Object recognition by robots
“Move and see” to achieve better performance

., . »
A Ooo

[a single image input] @
Not always captured from a best T o D

view to recognize an object.

No, it's a cup.




X RotationNet (Overview)

Takes multi-view images as input and predicts object category and pose

- Applicable to real-time applications

_ Improve accuracy by rotating in a
direction that is easy to recognize

P
@ 7o

C m RotationNet A N B-

Multi-view images Object category and pose




X RotationNet (Overview)

Video
https://kanezaki.qgithub.io/rotationnet/

10
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Deep Unsupervised Image Segmentation

® In this paper, good conditions for image segmentation are defined
as follows:

(a) Pixels of similar features should be assigned the same label.
(b) Spatially continuous pixels should be assigned the same label.

(c) The number of unique cluster labels should be large.

The three conditions will never be met at the same time, but they will settle
at a moderate balance.



Deep Unsupervised Image Segmentation

Tokyo Tech

Differentiable Clustering: image features are trained in an end-to-end
manner.
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Deep Unsuperwsed Image Segmentatlon

Image

® Results
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scribbles
as input
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Graph cut
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Deep Unsupervised Image Segmentation

® Results
with
reference
image(s)

Network is
unsupervisedly
trained with a
single first
frame
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X Robot navigation using deep learning

Video
https://kanezaki.qgithub.io/goselo/

18


https://kanezaki.github.io/goselo/

https://kanezaki.github.io/goselo/goselodemo

X Robot navigation using deep learning

Key Idea: By creating a goal-directed map representation, we can learn the relationship
between visual patterns of the surrounding environment and movement patterns
without being constrained by the shape of a particular environment!

Output:
* probability
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A X
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environment map | N

Input: candidate
directions

sub-regions of the map
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https://kanezaki.github.io/goselo/goselodemo

X Follow-up studies (1/2)

Yoko Sasaki, Syusuke Matsuo, Asako Kanezaki, and Hiroshi Takemura. “A3C
Based Motion Learning for an Autonomous Mobile Robot in Crowds.” IEEE
International Conference on System Man and Cybernetics (SMC2019), pp.1046-

1052, 20109.
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X Follow-up studies (2/2)

Imitation learning of waypoints estimation using path planning as an expert

Reinforcement learning using the estimated Waypoints as a guide
Improve learning efficiency and generalizability

Produce Waypoints Generate Waypoints Follow Waypoints

Dataset I~ 7
Training Training ’

.

Limited

' Exploration ﬁf’
4 —

FA

VN
Traditional Path Supervised Reinforcement Generalization to
Planning Algorithm Learning Learning Novel Environments

K. Ota, Y. Sasaki, D. K. Jha, Y. Yoshiyasu, and A. Kanezaki. “Efficient Exploration in Constrained
Environments with Goal-Oriented Reference Path.” IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS), 2020. 21



Tokyo Tech

X Follow-up studies (2/2)

Imitation learning of waypoints estimation using path planning as an expert

Reinforcement learning using the estimated Waypoints as a guide
Improve learning efficiency and generalizability

i R
ZAI :

K. Ota, Y. Sasaki, D. K. Jha, Y. Yoshiyasu, and A. Kanezaki. “Efficient Exploration in Constrained
Environments with Goal-Oriented Reference Path.” IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS), 2020. 22




% Researchplan |0P (Internet of Perception)?

A robot system for active information search and database construction

notebook

controller

TV
plant

A& :000C
BAB:XEYAZA

towel

v v

|

“Automation & Knowledge”

Actively collect data and create knowledge < Collect knowledge and act wisely

23



X*  Research topics (examples)

Action planning for autonomous mobile robots using reinforcement learning

Automatic generation of daily life search engines

Machine
Learning

Information collection planning for interactive robots

Computer
Vision

Robot intelligence with superhuman recognition technology

Robotics

Global and local action planning for robots

Map, G PS/l

L,
& |
VA WI
Multi- % V.
cameras @

Human-
Computer
Interaction

Multi-wavelength
sensing

Database

Construction of robot intelligence with
superhuman recognition technology

Global and local movements
(Manipulation, etc.)
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X*  Research topics (examples)

Action planning for autonomous iy

Robot intelligencg
Global and Ig

Global and local movements
(Manipulation, etc.)




: Lab information E

® Location: West Building 8, Ookayama Campus

® Core time: Weekly lab meeting

® Members:
H 2020.9~ 2 Master

B 2021.4~ 5 Master and 3 Ph.D cand.

® Infrastructure :
B Use of computer clusters such as TSUBAME, AIST-ABCI
B Managing source code and tips on GitHub

B Sharing of library know-how such as deep learning and robot
simulation



Lab information

® Location: West Building 8, Ookayama Campus
® Core time: Weekly lab meeting

Sofa and coffee machine (now vacant) desks



